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Abstract. The computation of eigenvalues and eigenvectors of matrix polynomials is an impor-
tant, but difficult, problem. The standard approach to solve this problem is to use linearizations,
which are matrix polynomials of degree 1 that share the eigenvalues of P (λ).

Hermitian matrix polynomials and their real eigenvalues are of particular interest in applications.
Attached to these eigenvalues is a set of signs called the sign characteristic. From both a theoretical
and a practical point of view, it is important to be able to recover the sign characteristic of a
Hermitian linearization of P (λ) from the sign characteristic of P (λ).

In this paper, for a Hermitian matrix polynomial P (λ) with nonsingular leading coefficient,
we describe, in terms of the sign characteristic of P (λ), the sign characteristic of the Hermitian
linearizations in the vector space DL(P ) (Mackey, Mackey, Mehl and Merhmann, 2006). In particular,
we identify the Hermitian linearizations in DL(P ) that preserve the sign characteristic of P (λ). We
also provide a description of the sign characteristic of the Hermitian linearizations of P (λ) in the
family of generalized Fiedler pencils with repetition (Bueno, Dopico, Furtado and Rychnovsky, 2015).

Key words. Hermitian matrix polynomial, Hermitian linearization, sign characteristic, DL(P ),
generalized Fiedler pencil with repetition.

AMS subject classifications. 65F15, 15A18.

1. Introduction. Let

P (λ) =
k∑
i=0

Aiλ
i (1.1)

be a matrix polynomial of degree k with Ai ∈ Cn×n. In this paper we assume that
P (λ) is regular, that is, det(P (λ)) is not identically zero.

The polynomial eigenvalue problem (PEP)

P (λ)x = 0 (1.2)

arises in many areas such as control theory, signal processing, and vibration analysis.
The solutions λ and x of (1.2) are called the (finite) eigenvalues and the (right)
eigenvectors associated with λ, respectively, of the matrix polynomial P (λ). The
standard technique to solve the PEP is to replace P (λ) by a linearization of P (λ) and
solve the corresponding linear eigenvalue problem.

A linearization of the matrix polynomial P (λ) is a pencil L(λ) = λL1 − L0 of
size nk × nk such that

U(λ)L(λ)V (λ) =
[
P (λ) 0

0 In(k−1)

]
,
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Faculdade de Economia do Porto, Rua Dr. Roberto Frias 4200-464 Porto, Portugal (sbf@fep.up.pt).

1



for some unimodular matrix polynomials U(λ) and V (λ). (For a positive integer r,
Ir denotes the identity matrix of size r × r.) It is well known that linearizations of
a matrix polynomial P (λ) have the same elementary divisors and, in particular, the
same eigenvalues as P (λ).

In many applications, the matrix polynomial P (λ) arises with some structure,
such as Hermitian, symmetric, skew-symmetric, palindromic, etc. In order to preserve
the properties of the eigenvalues imposed by that structure, it is convenient to find
linearizations of P (λ) with the same structure, if such linearizations exist. In this
paper we will focus on the important class of Hermitian matrix polynomials. A
matrix polynomial P (λ) as in (1.1) is said to be Hermitian if Ai = A∗i , i = 1, . . . , k,
where A∗i denotes the conjugate transpose of Ai.

Hermitian linearizations of Hermitian matrix polynomials P (λ) have been devel-
oped in the literature. An important class of such linearizations is contained in the
vector space DL(P ) introduced in [11]. In [2] a new infinite class of Hermitian pencils,
called Hermitian generalized Fiedler pencils with repetition (GFPR), was constructed
containing the finite class of Hermitian Fiedler pencils with repetition introduced in
[13], and, in particular, the pencils in the standard basis of DL(P ).

An important feature of a Hermitian matrix polynomial P (λ) is its sign charac-
teristic. Here we consider the classical definition of the sign characteristic given in
[5, 7], which assumes that P (λ) has a nonsingular leading coefficient and assigns a
set of signs to the (finite) elementary divisors of P (λ). We note that, in a recent still
unpublished paper [12], an extension of the classical definition of sign characteristic to
infinite elementary divisors as well as to singular matrix polynomials (that is, matrix
polynomials that are not regular) is developed. An interesting problem, that we plan
to address in a future work, is generalizing the results in this paper by considering
this extended definition of sign characteristic.

Among other relevant applications, the sign characteristic plays an important
role in perturbation theory of Hermitian matrix polynomials. It is well known that
a Hermitian linearization of a Hermitian matrix polynomial P (λ) may have a sign
characteristic different from the one of P (λ). In general, it is convenient to use Her-
mitian linearizations with the same sign characteristic as P (λ). In [1] it was shown,
under some restrictions on the eigenvalues, that the last pencil in the standard ba-
sis of DL(P ), which is known to be a linearization of P (λ) with nonsingular leading
coefficient, preserves the sign characteristic of P (λ). This result was generalized in
[3] by relaxing the restrictions on the eigenvalues of P (λ). Based on this result, a
class of Hermitian linearizations in the family of Hermitian GFPR preserving the sign
characteristic of P (λ) was identified in that paper. We note, however, that in some
circumstances, it is important that a linearization of P (λ) preserves some additional
structure of P (λ) associated with relevant spectral properties and this may not be
possible by considering a linearization with the same sign characteristic as P (λ) [8].
In such a case, it is important to know how the sign characteristic of the linearization
changes with respect to the sign characteristic of P (λ).

In this paper, given a Hermitian matrix polynomial with nonsingular leading coef-
ficient, we describe the sign characteristic of the Hermitian linearizations in DL(P ) in
terms of the sign characteristic of P (λ) and, in particular, we identify those lineariza-
tions that preserve the sign characteristic of P (λ). As a consequence of this result,
we give a similar description of the sign characteristic of all the Hermitian GFPR
linearizations of P (λ).

This paper is organized as follows. In Section 2 we introduce some basic concepts
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and results from the general theory of matrix polynomials, define the sign character-
istic of a Hermitian matrix polynomial with nonsingular leading coefficient and give
a related result that will be used in the paper. In Section 3, we review the vector
space DL(P ), as well as some related concepts and results, and identify the subfamily
of pencils that are Hermitian when P (λ) is. In Section 4, we state the main result of
this paper, Theorem 4.1, which provides a description of the sign characteristic of the
Hermitian linearizations in DL(P ) of a matrix polynomial P (λ) in terms of the sign
characteristic of P (λ), when P (λ) is Hermitian with nonsingular leading coefficient.
Also, as a consequence of this result, we describe the sign characteristic of the Hermi-
tian GFPR linearizations of P (λ). The rest of the paper is dedicated to the proof of
Theorem 4.1. In Section 5 we construct Jordan chains of the pencils in DL(P ) from
Jordan chains of P (λ). In Section 6 we describe the structure of a certain matrix
H(X, J, v) constructed from a pencil in DL(P ) and its Jordan chains, that has a key
role in obtaining our main results. In Section 7 we study an equation involving a
general matrix with the same structure as H(X,J, v). The main result in this section
is Theorem 7.7, which may have interest by itself. In Section 8 we prove Theorem 4.1.
Finally, in Section 9, we summarize our main contributions in this paper and identify
some open problems.

2. Basic concepts. In this section we introduce some important concepts from
the theory of matrix polynomials and define the sign characteristic of a Hermitian
matrix polynomial P (λ) with nonsingular leading coefficient.

We will use the following notation: for j ≥ 0, P (j)(λ) denotes the j-th derivative
of P (λ) with respect to λ. For the first derivative, we also use the standard notation:
P ′(λ).

A sequence of vectors {x1, . . . , xr} in Cn is called a Jordan chain of length r of a
regular matrix polynomial P (λ), at the finite eigenvalue λ0, if x1 6= 0 and

P (λ0)x1 = 0
P ′(λ0)x1 + P (λ0)x2 = 0

...

r−1∑
j=0

1
j!
P (j)(λ0)xr−j = 0.

A Jordan chain {x1, . . . , xr} is said to be maximal if there is no vector xr+1 ∈ Cn
such that {x1, . . . , xr+1} is a Jordan chain. Note that the vectors in a Jordan chain of
a matrix polynomial may be zero and they are not necessarily linearly independent.

The concept of Jordan chain of a matrix polynomial extends the well-known
concept of Jordan chain of a constant matrix A, or equivalently, the concept of Jordan
chain of a monic matrix pencil λI −A.

In the rest of this section, we assume that P (λ) is an n× n matrix polynomial of
degree k as in (1.1) with nonsingular Ak. We associate to P (λ) the following nk×nk
matrices:

CP =


0 In 0 · · · 0
0 0 In 0
...

. . .
...

0 0 · · · · · · In
−A−1

k A0 −A−1
k A1 · · · · · · −A−1

k Ak−1

 , BP =


A1 A2 · · · Ak

A2

...
... Ak
Ak 0

 .
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The matrix CP is called the companion matrix of P (λ). It is well-known that the
pencil λI −CP is a linearization of P (λ) [5, 7] and, therefore, the matrix CP has the
same finite elementary divisors as P (λ).

Clearly, BP is nonsingular as Ak is. Moreover, if P (λ) is Hermitian, then BP is
Hermitian and C∗P = B−1

P CPBP .
Observe that, if L(λ) = λL1 − L0 is a pencil with L1 nonsingular, then

CL = L−1
1 L0 and BL = L1.

In what follows, given λ ∈ C, we denote by Jr(λ) the r×r Jordan block associated
with the eigenvalue λ.

Suppose that S is a nonsingular matrix such that

J := S−1CPS = Jl1(λ1)⊕ · · · ⊕ Jlr (λr),

is in Jordan form, where λ1, . . . , λr ∈ C are the eigenvalues of P (λ).
It can be easily seen that, for the partition of S

S = [S1 · · · Sr], (2.1)

where Si, i = 1, . . . , r, has li columns, the columns of Si form a maximal Jordan chain
for CP associated with λi. Let

X = [In 0 · · · 0]S. (2.2)

Partitioning X = [X1 · · · Xr] according to the partition of S given in (2.1), the
columns of each Xi form maximal Jordan chains for P (λ) associated with λi [4, 6].
The pair (X,J) is called a Jordan pair for P (λ).

Given a Jordan pair (X, J), the matrix S can be recovered from (X, J) as follows
[5, Proposition 12.1.1]:

S =


X
XJ
...

XJk−1

 (2.3)

In particular, if P (λ) is a matrix pencil, then S = X.
The matrix (2.3) constructed from given X and J will be called the (X, J)-matrix.

By definition of Jordan pair, if (X, J) is a Jordan pair for P (λ) and S is the (X, J)-
matrix, then J = S−1CPS.

In the rest of this section, we assume that P (λ) is Hermitian with nonsingular
leading coefficient.

It is well-known that the eigenvalues of a Hermitian matrix polynomial P (λ) are
either real or occur in conjugate pairs.

Throughout the paper, we denote by Rm, or simply R (if there is no ambiguity
with respect to the size), the sip matrix of size m×m:

Rm =

 0 · · · 1
... . .

. ...
1 · · · 0

 . (2.4)
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Definition 2.1. Let J be a matrix in Jordan form:

J = Jl1(λ1)⊕ · · · ⊕ Jlα(λα) (2.5)

⊕
(
Jlα+1(λα+1)⊕ Jlα+1(λα+1)

)
⊕ · · · ⊕

(
Jlβ (λβ)⊕ Jlβ (λβ)

)
,

where λ1, . . . , λα ∈ R and λα+1, . . . , λβ are nonreal complex numbers on the upper
half-plane. Let ε = {ε1, . . . , εα} be an ordered set of α signs ±1. Then, we denote

Pε,J := ε1Rl1 ⊕ · · · ⊕ εαRlα ⊕R2lα+1 ⊕ · · · ⊕ R2lβ .

and call ε a set of signs associated with J .
Theorem 2.2. [5, Theorem 5.1.1] Let P (λ) be an n × n Hermitian matrix

polynomial as in (1.1) with nonsingular Ak. Let λ1, . . . , λα be the real eigenvalues and
λα+1, . . . , λβ be the nonreal eigenvalues of P (λ) from the upper half-plane. Then, there
exists a nonsingular matrix S such that J := S−1CPS is as in (2.5) and S∗BPS =
Pε,J for some ordered set of signs ε = {ε1, . . . , εα}. Moreover, the set ε is unique (up
to permutation of signs corresponding to identical Jordan blocks in J).

Definition 2.3. Let P (λ) be an n × n Hermitian matrix polynomial with non-
singular leading coefficient and let ε be the set of signs given by Theorem 2.2. The
set ε is called the sign characteristic of P (λ). Moreover, we call the pair (J, Pε,J) in
Theorem 2.2 a canonical pair for P (λ) and call the Jordan pair (X, J) a reducing
Jordan pair associated with P (λ), where X is as in (2.2) with S as in Theorem 2.2.

Note that the sign characteristic of P (λ) attaches a sign to each elementary divisor
of P (λ) associated with a real eigenvalue. When we fix an order for the elementary
divisors of P (λ) associated with the real eigenvalues, namely, (λ−λ1)s1 , . . . , (λ−λα)sα ,
and say that P (λ) has sign characteristic ε1, . . . , εα, we mean that the sign associated
with the elementary divisor (λ− λi)si is εi, i = 1, . . . , α.

Clearly, if J ′ and Pε′,J′ are obtained from J and Pε,J by a simultaneous block
permutation similarity, then (J ′, Pε′,J′) is still a canonical pair for P (λ).

The next result gives necessary and sufficient conditions for a pair (J, Pε,J) to be
a canonical pair for a matrix polynomial.

Proposition 2.4. Let P (λ) be an n×n Hermitian matrix polynomial as in (1.1)
with nonsingular Ak. Let (X, J) be a Jordan pair for P (λ) and let ε be an ordered set
of signs associated with J . Then, (J, Pε,J) is a canonical pair for P (λ) if and only if
there exists a nonsingular matrix Q such that

J = Q−1JQ and Q∗Pε,JQ = Z∗BPZ

where Z is the (X, J)-matrix.
Proof. We have

Q∗Pε,JQ = Z∗BPZ ⇔ Pε,J = Q−∗Z∗BPZQ
−1 ⇔ Pε,J = S∗BPS

J = Q−1JQ⇔ Z−1CPZ = Q−1JQ⇔ S−1CPS = J,

where S = ZQ−1.

3. Hermitian linearizations in DL(P ). Let P (λ) be an n× n matrix polyno-
mial of degree k as in (1.1). In what follows, let

Λ(λ) = [λk−1 λk−2 · · · λ 1]T (3.1)

and let ⊗ denote the Kronecker product.
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The following vector spaces of nk × nk pencils were defined in [11]:

L1(P ) :=
{
L(λ) = λX + Y : L(λ)(Λ(λ)⊗ In) = v ⊗ P (λ), v ∈ Ck

}
,

L2(P ) :=
{
L(λ) = λX + Y : (Λ(λ)T ⊗ In)L(λ) = wT ⊗ P (λ), w ∈ Ck

}
.

The intersection of these two vector spaces is the vector space

DL(P ) := L1(P ) ∩ L2(P ).

It is well-known that, for a pencil in DL(P ) associated with a vector v in L1(P ) and
a vector w in L2(P ), we have v = w. We denote this pencil by D(P, v). The corre-
sponding vector v is called the ansatz vector of D(P, v). The space DL(P ) consists
of block-symmetric pencils, most of which are linearizations of P (λ)[11]. Moreover,
DL(P ) is a vector space of dimension k, the degree of P (λ). A basis of DL(P ), called
the standard basis, is formed by the pencils D(P, ei), i = 1, . . . , k, where ei denotes
the ith column of the k × k identity matrix Ik.

As in [1], we associate to the pencil D(P, v) ∈ DL(P ) the polynomial p(λ; v)
defined in terms of the ansatz vector v = [v1, . . . , vk]T ∈ Ck and given by

p(λ; v) = Λ(λ)T v = λk−1v1 + λk−2v2 + · · ·+ λvk−1 + vk. (3.2)

We call p(λ; v) the v-polynomial. Next, a characterization of the pencils in DL(P )
which are linearizations of P (λ) is given in terms of the v-polynomial.

Theorem 3.1. [11] Suppose that P (λ) is a regular matrix polynomial and let
0 6= v ∈ Ck. Then, D(P, v) is a linearization of P (λ) if and only if no root of the
v-polynomial p(λ; v) is an eigenvalue of P (λ), where, by convention, p(λ; v) has a root
at ∞ whenever v1 = 0.

The next result gives a relationship between the (right and left) eigenvectors of
P (λ) and the (right and left) eigenvectors of any linearization of P (λ) in DL(P ).

Theorem 3.2. [11](Eigenvector Recovery Property) Let P (λ) be an n×n matrix
polynomial of degree k, and let v ∈ Ck\{0}. Let λ0 ∈ C be an eigenvalue of P (λ).
Then, x (resp. y) is a right (resp. left) eigenvector for P (λ) associated with λ0 if
and only if Λ(λ0)⊗ x (resp. Λ(λ0)⊗ y) is a right (resp. left) eigenvector for D(P, v)
associated with λ0. If, in addition, P (λ) is regular and D(P, v) is a linearization of
P (λ), then every right (resp. left) eigenvector of D(P, v) with finite eigenvalue λ0 is
of the form Λ(λ0)⊗x (resp. Λ(λ0)⊗y) for some right (resp. left) eigenvector x (resp.
y) of P (λ).

We now focus on the case in which P (λ) is a Hermitian matrix polynomial of
degree k. For such a P (λ), we denote by H(P ) the subset of DL(P ) that consists of
its Hermitian pencils, that is,

H(P ) = {L(λ) ∈ DL(P ) : L(λ) is Hermitian } .

In fact, the pencils in H(P ) are those whose ansatz vector v has real entries, that is,
v ∈ Rk [9, Lemma 6.1].

One of the main goals of this paper is to express the sign characteristic of a
linearization of P (λ) in H(P ) in terms of the sign characteristic of P (λ), when P (λ)
is Hermitian with nonsingular leading coefficient. As a corollary, we will determine
the linearizations in H(P ) that preserve its sign characteristic.
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4. Main results. We give next the main result of this paper which describes the
sign characteristic of a linearization D(P, v) ∈ H(P ) of a Hermitian matrix polynomial
P (λ) with nonsingular leading coefficient in terms of the sign characteristic of P (λ).
The proof of this result will be presented in Section 8.

Given a real number b 6= 0, we denote sign(b) = 1 if b > 0 and sign(b) = −1 if
b < 0.

Theorem 4.1. Let P (λ) be an n × n Hermitian matrix polynomial as in (1.1)
with nonsingular Ak. Let L(λ) = D(P, v) ∈ H(P ) be a linearization of P (λ). Let (λ−
λ1)s1 , . . . , (λ− λα)sα be an ordered list of the elementary divisors of P (λ) associated
with the real eigenvalues λ1, . . . , λα and let ε1, . . . , εα be the corresponding signs in the
sign characteristic of P (λ). Then, the sign characteristic of D(P, v) is

sign(p(λ1; v))ε1, . . . , sign(p(λα; v))εα.

In the next result, which is an immediate consequence of Theorem 4.1, we char-
acterize the linearizations in H(P ) that preserve the sign characteristic of P (λ).

Corollary 4.2. Let P (λ) be a Hermitian matrix polynomial as in (1.1) with
nonsingular Ak. Let D(P, v) ∈ H(P ) be a linearization of P (λ). Then, D(P, v)
preserves the sign characteristic of P (λ) if and only if, for each eigenvalue λi of
P (λ) such that p(λi; v) < 0, the number of negative and positive signs in the sign
characteristic of P (λ) corresponding to the elementary divisors of P (λ) associated
with λi coincides and the elementary divisors associated with positive signs can be
paired with the elementary divisors attached with negative signs in such a way that
the paired elementary divisors are identical.

From the previous corollary, we obtain a simple sufficient condition for a lineariza-
tion in H(P ) to preserve the sign characteristic of P (λ).

Corollary 4.3. Let P (λ) be a Hermitian matrix polynomial as in (1.1) with
nonsingular Ak and let D(P, v) ∈ H(P ) be a linearization of P (λ). If p(λ0; v) > 0
for all real eigenvalues λ0 of P (λ), then D(P, v) preserves the sign characteristic of
P (λ).

For a matrix polynomial P (λ) of degree k as in (1.1), we described, in [2], an
infinite family of pencils, called generalized Fiedler pencils with repetition (GFPR),
most of which are linearizations of P (λ). An infinite subfamily of the GFPR formed
by block-symmetric pencils was also identified. A pencil in this subfamily, denoted
by LP (h, tw, tv, Zw, Zv), is determined by a parameter h, with 0 ≤ h < k, some sets
of indices tw ⊆ {0, . . . , h − 2} and tv ⊆ {−k, . . . ,−h − 3}, and some sequences Zw,
Zv of n× n matrices assigned to the tuples tw and tv. Since a formal description of
these pencils is very technical, we omit it here. For a detailed description of the class
of block-symmetric GFPR, see [2] (for a summarized description, see [3, Section 5]).
In these references, it is shown that, for each i = 1, . . . , k, the pencil D(P, ei) in the
standard basis of the vector space DL(P ) is a block-symmetric GFPR associated with
the parameter h = k − i. When P (λ) is a Hermitian matrix polynomial and the ma-
trices in Zw and Zv are Hermitian, the block-symmetric GFPR LP (h, tw, tv, Zw, Zv)
is also Hermitian.

Assume that P (λ) is Hermitian with nonsingular leading coefficient. As a conse-
quence of Theorem 4.1, we next give a complete description of the sign characteristic
of the Hermitian GFPR linearizations LP (h, tw, tv, Zw, Zv) of P (λ) in terms of the
sign characteristic of P (λ). We note that, when h is even, this description is given in
[3, Theorem 8.1].
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In [3, Lemma 6.1], it is shown that ∗congruent Hermitian linearizations of P (λ)
have the same sign characteristic. Moreover, it is shown in this reference that, for
h even, any Hermitian GFPR LP (h, tw, tv, Zw, Zv) is ∗congruent to D(P, ek) (see
the proof of [3, Theorem 8.1]), which implies that LP (h, tw, tv, Zw, Zv) and D(P, ek)
have the same sign characteristic [3, Theorem 8.1]. On the other hand, when h is
odd, any Hermitian GFPR LP (h, tw, tv, Zw, Zv) is ∗congruent to D(P, ek−1) (see [3,
Remark 8.5]), and, thus, when they are linearizations of P (λ), both have the same
sign characteristic. Therefore, from Theorem 4.1, and taking into account that the
v-polynomial p(λ; v) associated with D(P, ek) and D(P, ek−1) is 1 and λ, respectively,
we obtain the following result.

Theorem 4.4. Let P (λ) be a Hermitian matrix polynomial of degree k as in (1.1)
with invertible Ak. Let (λ− λ1)s1 , . . . , (λ− λα)sα be an ordered list of the elementary
divisors of P (λ) associated with the real eigenvalues and ε1, . . . , εα be the corresponding
signs in the sign characteristic of P (λ). Let L(λ) = LP (h, tw, tv, Zw, Zv), with 0 ≤
h < k, be a Hermitian GFPR linearization of P (λ). Then,

• if h is even, P (λ) and L(λ) have the same sign characteristic;
• if h is odd, the sign characteristic of L(λ) is given by

sign(λ1)ε1, . . . , sign(λα)εα.

In the next three sections we include results that will be used in the proof of
Theorem 4.1. Instead of finding an explicit reducing Jordan pair for L(λ), the proof
of this theorem will be based on Proposition 2.4 as follows:

• We first find a Jordan pair (Z, J) (not necessarily a reducing pair) for L(λ)
by constructing a Jordan chain for each eigenvalue of L(λ) from a Jordan
chain of P (λ) associated with the same eigenvalue.

• Because (Z, J) is a Jordan pair, we have J = Z−1CLZ. However, since (Z, J)
may not be a reducing pair, (J, Z∗BLZ) may not be a canonical pair for L(λ).
Thus, we show that there exists a nonsingular matrix Q that commutes with
J and such that Z∗BLZ = Q∗Pε,JQ for some set of signs ε. By Proposition
2.4, ε is the sign characteristic of L(λ).

5. Jordan pairs of linearizations in DL(P ). In this section we construct
Jordan chains for pencils in DL(P ) from Jordan chains of P (λ) associated with the
same eigenvalue, generalizing the construction of eigenvectors of pencils in DL(P )
from eigenvectors of P (λ) given in Theorem 3.2.

We start with a technical lemma.
Lemma 5.1. Let P (λ) be a matrix polynomial of degree k, and let L(λ) =

D(P, v) ∈ DL(P ), with v ∈ Ck. Then,

v ⊗ P (λ) = L(λ) (Λ(λ)⊗ In) , (5.1)

v ⊗ P (j)(λ) = L(λ)
(

Λ(j)(λ)⊗ In
)

+ jL′(λ)
(

Λ(j−1)(λ)⊗ In
)
, j > 0. (5.2)

(In particular, for j > k, v ⊗ P (j)(λ) = 0.) Moreover, for r ≥ 1,

v⊗

 r∑
j=1

1
j!
P (j)(λ)

 = L(λ)
r∑
j=1

(
1
j!

Λ(j)(λ)⊗ In
)

+L′(λ)
r∑
j=1

(
1

(j − 1)!
Λ(j−1)(λ)⊗ In

)
.

(5.3)
Proof. Condition (5.1) follows from the definition of L1(P ) and the fact that

DL(P ) ⊆ L1(P ).
8



To prove (5.2), we proceed by induction on j. Differentiating (5.1) with respect
to λ, we get

v ⊗ P ′(λ) = L(λ) (Λ′(λ)⊗ In) + L′(λ) (Λ(λ)⊗ In) ,

and (5.2) holds for j = 1. Next, suppose that (5.2) holds for some j > 0. Keeping in
mind that L(2)(λ) = 0, since L(λ) is a polynomial of degree 1, and using the inductive
hypothesis, we have

v ⊗ P (j+1)(λ) = L(λ)
(

Λ(j+1)(λ)⊗ In
)

+ L′(λ)
(

Λ(j)(λ)⊗ In
)

+ jL′(λ)
(

Λ(j)(λ)⊗ In
)

= L(λ)
(

Λ(j+1)(λ)⊗ In
)

+ (j + 1)L′(λ)
(

Λ(j)(λ)⊗ In
)
,

and, thus, (5.2) follows. Note that, if j ≥ k, then Λ(j)(λ) = 0. Condition (5.3) follows
by multiplying (5.2) by 1/j! for each j and summing the expressions for j = 1, . . . , r,
collecting like terms.

Theorem 5.2. Let P (λ) be an n× n regular matrix polynomial of degree k. Let
L(λ) ∈ DL(P ) be a linearization of P (λ). Let λ0 be a finite eigenvalue of P (λ). Then,
{x1, . . . , xr} is a Jordan chain of P (λ) corresponding to λ0 if and only if {z1, . . . , zr}
is a Jordan chain of L(λ) corresponding to λ0, where

z` =
`−1∑
j=0

(
1
j!

Λ(j)(λ0)⊗ x`−j
)
, ` = 1, . . . , r. (5.4)

Proof.

For r = 1, the claim follows from Theorem 3.2. Recall that a single vector forms
a Jordan chain if and only if it is an eigenvector.

Next, assume that the theorem holds for some r ≥ 1. We want to show that
{x1, . . . , xr+1} is a Jordan chain for P (λ) associated with λ0 if and only if {z1, . . . , zr+1}
is a Jordan chain for L(λ) associated with λ0. By the definition of Jordan chain (see
Section 2) and, using the inductive hypothesis, it is enough to see that

r∑
j=0

1
j!
P (j)(λ0)xr+1−j = 0

if and only if

r∑
j=0

1
j!
L(j)(λ0)zr+1−j = L(λ0)zr+1 + L′(λ0)zr = 0.

9



Assume that L(λ) = D(P, v), for some v ∈ Ck. We have

L(λ0)zr+1 + L′(λ0)zr

= L(λ0)
r∑
j=0

(
1
j!

Λ(j)(λ0)⊗ xr+1−j

)
+ L′(λ0)

r∑
j=1

(
1

(j − 1)!
Λ(j−1)(λ0)⊗ xr+1−j

)

= L(λ0)(Λ(λ0)⊗ xr+1) +
r∑
j=1

[
L(λ0)

(
1
j!

Λ(j)(λ0)⊗ xr+1−j

)
+

L′(λ0)
(

1
(j − 1)!

Λ(j−1)(λ0)⊗ xr+1−j

)]
= (v ⊗ P (λ0))xr+1 +

r∑
j=1

(
v ⊗ 1

j!
P (j)(λ0)

)
xr+1−j = v ⊗

r∑
j=0

1
j!
P (j)(λ0)xr+1−j ,

where the third equality follows from Lemma 5.1. Since L(λ) is a linearization of a
regular P (λ), the vector v is nonzero. Thus, the desired equivalence follows.

Note that the Jordan chain {z1, . . . , zr} for D(P, v) constructed from a Jordan
chain {x1, . . . , xr} using (5.4) does not depend on the vector v.

Definition 5.3. We say that the Jordan chain {z1, . . . , zr} for D(P, v) con-
structed from a Jordan chain {x1, . . . , xr} using (5.4) is the Jordan chain for D(P, v)
associated with {x1, . . . , xr}.

Definition 5.4. Let P (λ) be an n×n matrix polynomial of degree k with nonsin-
gular leading coefficient and let (X, J) be a Jordan pair for P (λ). Let Z be the matrix
whose ith column zi is obtained from the ith column xi of X as in (5.4). We call Z
the L-matrix associated with X and denote it by Z(X).

Next we construct a Jordan pair for D(P, v) from a Jordan pair (X, J) of P (λ).
In what follows, we denote

R :=


0 0 · · · 0 In
0 0 · · · In 0
...

... . .
. ...

...
0 In · · · 0 0
In 0 · · · 0 0

 ∈ Cnk×nk. (5.5)

Proposition 5.5. Let P (λ) be an n × n matrix polynomial of degree k with
nonsingular leading coefficient and let (X, J) be a Jordan pair for P (λ). Let Z(X)
be the L-matrix associated with X. Then, Z(X) = RS, where S is the (X, J)-matrix
and R is as in (5.5). Moreover, if D(P, v) ∈ DL(P ) is a linearization of P (λ), then
(Z(X), J) is a Jordan pair for D(P, v).

Proof. Suppose that J = Jl1(λ1)⊕ · · · ⊕ Jls(λs) and let Z(X) = [Zij ]i=1,...,k
j=1,...,s

with

Zij of size n× lj and X = [Xj ]j=1,...,s with Xj of size n× lj .
Taking into account that S is as in (2.3), it can easily be seen that the equality

Z(X) = RS is equivalent to

Zkj = Xj , Zij = Zi+1,jJlj (λj), for i = 1, . . . , k − 1, j = 1, . . . , s.

Fix i ∈ {1, . . . , k − 1} and j ∈ {1, . . . , s}. Let

Xj = [x(j)
1 , . . . , x

(j)
lj

] and Zij = [z(ij)
1 , . . . , z

(ij)
lj

],
10



where x
(j)
l and z

(ij)
l are the lth columns of Xj and Zij , respectively. Taking into

account the definition of Z(X), we have that, for l = 1, . . . , lj , z
(ij)
l is the i-th block

row of

l−1∑
w=0

(
1
w!

Λ(w)(λj)⊗ xl−w
)
.

A calculation shows that the ith block-row of Λ(w)(λ) is (k − i)!qk−i−w(λ), where
qt(λ) = 1

t!λ
t if t ≥ 0 and qt = 0 otherwise. Thus, we have

z
(ij)
l =

l−1∑
w=0

(
k − i
w

)
λk−i−wj x

(j)
l−w.

(For nonnegative integers a, b, we assume
(
a
b

)
= 0 if b > a). We have zkjl = x

(j)
l ,

l = 1, . . . , lj , implying Zk,j = Xj . Now suppose that i < k. We have z
(ij)
1 =

λk−ij x
(j)
l = λjz

(i+1,j)
1 . Also, for l = 1, . . . , lj − 1,

λjz
(i+1,j)
l+1 + z

(i+1,j)
l

=
l∑

w=0

(
k − i− 1

w

)
λk−i−wj x

(j)
l+1−w +

l−1∑
w=0

(
k − i− 1

w

)
λk−i−1−w
j x

(j)
l−w

= λk−ij x
(j)
l+1 +

l∑
i=1

[(
k − i− 1

w

)
+
(
k − i− 1
w − 1

)]
λk−i−wj x

(j)
l+1−w

= λk−ij x
(j)
l+1 +

l∑
i=1

(
k − i
w

)
λk−i−wj x

(j)
l+1−w = z

(i,j)
l+1 .

Thus, it follows that Zi,j = Zi+1,jJlj (λj).
Now we show the second claim. Since the columns of X form Jordan chains for

P (λ), by definition of Z(X) and Theorem 5.2, the corresponding columns of Z(X)
form Jordan chains for L(λ) := D(P, v) = λL1 − L0, and thus, for CL = L−1

1 L0.
Therefore, CLZ(X) = Z(X)J . Since we have proven that Z(X) = RS, and R
and S are invertible, it follows that Z(X) is also invertible. Thus, we have J =
Z(X)−1CLZ(X), which implies that (Z(X), J) is a Jordan pair for D(P, v).

The following is a nice consequence of the previous result and emphasizes the
fact that the Jordan chains for a pencil in DL(P ) do not depend on the ansatz vector
associated with the pencil.

Corollary 5.6. Let P (λ) be an n × n matrix polynomial of degree k with
nonsingular leading coefficient. If L(λ) ∈ DL(P ) is a linearization of P (λ), then the
companion matrix CL of L(λ) is given by RCPR, where R is as in (5.5).

Proof. If (X, J) is a Jordan pair for P (λ) and S is the (X, J)-matrix, we have
J = S−1CPS. From Proposition 5.5, Z(X) = RS and J = Z(X)−1CLZ(X), where
Z(X) is the L-matrix associated with X. Thus, the claim follows.

As follows from Proposition 5.5, ifD(P, v) ∈ H(P ) is a linearization of a Hermitian
matrix polynomial P (λ) with nonsingular leading coefficient, then (Z(X), J) is a
Jordan pair for D(P, v), that is,

J = Z(X)−1CD(P,v)Z(X).
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Unfortunately, in general, the pair (Z(X), J) is not a reducing Jordan pair associated
with L(λ) (see Definition 2.3), even if (X, J) is a reducing pair for P (λ), because,
Z(X)∗BLZ(X) may not be of the form Pε,J for a set of signs ε. However, the matrix

H(X, J, v) := Z(X)∗BD(P,v)Z(X)

will play an important role in finding the sign characteristic of D(P, v). In the next
section we study the block-structure of H(X, J, v).

6. Block-Hankel structure of H(X,J, v). Let P (λ) be a Hermitian matrix
polynomial with nonsingular leading coefficient, and D(P, v)) ∈ H(P ) be a lineariza-
tion of P (λ). If (X, J) is a Jordan pair for P (λ), it follows from Lemma 8.2 applied
to D(P, v) that H(X,J, v) = H1 ⊕H2, where H1 is of the same size as the submatrix
of J formed by the blocks corresponding to the real eigenvalues of P (λ). Next we will
show that the matrix H1 has a certain “block-Hankel” structure.

We start with an auxiliary lemma, which generalizes Lemma 2.8 in [1], where it
was proven that, if λ0 is a finite eigenvalue of P (λ) (and, therefore of a linearization
L(λ) ∈ H(P )) and x is a (right) eigenvector of P (λ) associated with λ0, then

z∗L′(λ0)z = p(λ0; v) (x∗P ′(λ0)x) ,

where z = Λ(λ0)⊗ x is a right eigenvector of L(λ) and p(λ; v) is defined in (3.2).
Lemma 6.1. Let P (λ) be an n×n Hermitian matrix polynomial of degree k with

nonsingular leading coefficient and let L(λ) = D(P, v) ∈ H(P ) be a linearization of
P (λ). Let (X, J) be a Jordan pair for P (λ). Let λ0 be a real eigenvalue of P (λ) and
y1 be an associated (right) eigenvector of P (λ) in X. Let {x1, . . . xs} be a maximal
Jordan chain of P (λ) corresponding to λ0 obtained from X and let {z1, . . . , zs} be the
associated Jordan chain for L(λ). Then, for 1 ≤ r ≤ s,

〈Λ(λ0)⊗ y1, BLzr〉 = p(λ0; v)

〈
y1,

r∑
j=1

1
j!
P (j)(λ0)xr+1−j

〉
, (6.1)

where p(λ; v) is the v-polynomial. Moreover, if (X, J) is a reducing Jordan pair asso-
ciated with P (λ), then

〈Λ(λ0)⊗ y1, BLzr〉 =

 ε0p(λ0; v), if r = s and y1 = x1,

0, if r < s or y1 6= x1,

where ε0 is the sign in the sign characteristic of P (λ) associated with the Jordan chain
{x1, . . . xs}.

Proof. Denote w1 := Λ(λ0) ⊗ y1. Taking into account (5.4) and the fact that
BL = L1 = L′(λ0), we get

〈w1, BLzr〉 =

〈
w1, L

′(λ0)
r−1∑
j=0

(
1
j!

Λ(j)(λ0)⊗ xr−j
)〉

Then, using Lemma 5.1, we have
12



〈w1, BLzr〉

=

〈
w1, v ⊗

 r∑
j=1

1
j!
P (j)(λ0)xr+1−j

− L(λ0)

 r∑
j=1

1
j!

Λ(j)(λ0)⊗ xr+1−j

〉

=

〈
w1, v ⊗

 r∑
j=1

1
j!
P (j)(λ0)xr+1−j

〉−〈L(λ0)w1,

r∑
j=1

1
j!

Λ(j)(λ0)⊗ xr+1−j

〉

=

〈
w1, v ⊗

 r∑
j=1

1
j!
P (j)(λ0)xr+1−j

〉 .
where the second equality follows because L(λ0) is Hermitian and the last equality
follows because w1 is an eigenvector for L(λ) associated with λ0. Now (6.1) follows
taking into account the definition of w1 and using the properties of the Kronecker
product as well as the fact that p(λ0; v) = 〈Λ(λ0), v〉. The second claim follows from
(6.1) and Theorem 1.11 in [6].

Let (X, J) be a Jordan pair for P (λ) and let L(λ) = D(P, v) ∈ H(P ). Let Xi

denote a Jordan chain of P (λ) in X, with sign characteristic εi, and let Zi be the
corresponding Jordan chain in Z(X). Then, Lemma 6.1 implies that, in the ith main
diagonal block of H(X, J, v) (that is, the block Z∗i BLZi), the element in the first
column and last row is εip(λ0; v), while the rest of the elements in the first column
are zero. Additionally, in the non-diagonal blocks, corresponding to products of two
distinct Jordan chains associated with the same real eigenvalue, the first column is
all zeros.

We now give a more detailed description of the structure of H(X, J, v). We will
use the following notation and concepts.

Recall that a p × p matrix B = [bij ] is said to be Hankel if bi,j−1 = bi−1,j , for
all i, j = 2, . . . , p. We call the ordered set of entries bi,p+1−i, i = 1, . . . , p the main
skew-diagonal of B.

We denote by Hp×q the set of p× q matrices A of the form

A =
[

0 B
]
, if i ≤ j, and A =

[
0
B

]
, if i ≥ j,

where B is a square Hankel matrix with zeros above the main skew-diagonal. Note
that, for A = [aij ], we have aij = 0 for i+ j < p+ 1 + max{0, q − p}. We denote by
H0
p×q the subset of matrices in Hp×q in which B has zeros on the main skew-diagonal.

Definition 6.2. Let A = [Aij ]i,j=1:l, with Aij ∈ Csi×sj . We say that A is an
(s1, s2, · · · , sl) block-Hankel matrix if Aii ∈ Hsi×si and Aij ∈ H0

si×sj for i 6= j, and
we call the entries α1, . . . , αl on the main skew-diagonal of the blocks Aii, i = 1, . . . , l,
the main skew-diagonal entries of A.

Lemma 6.3. Let P (λ) be an n×n Hermitian matrix polynomial of degree k with
nonsingular leading coefficient and let (X, J) be a reducing Jordan pair for P (λ). Let
λ0 be a real eigenvalue of P (λ). Let L(λ) = D(P, v) ∈ H(P ) be a linearization of
P (λ). Let {x1, . . . , xc} and {y1, . . . , yr} be maximal Jordan chains of P (λ) associated
with λ0 obtained from X, and let {z1, . . . , zc} and {w1, . . . , wr} be, respectively, the
associated Jordan chains for L(λ). Let Z := [z1, . . . , zc] and W := [w1, . . . , wr]. Then
the following conditions hold.
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i) Z∗BLZ ∈ Hc×c has real entries and has main skew-diagonal entries equal to
ε0p(λ0, v), where ε0 is the sign in the sign characteristic of P (λ) corresponding
to the Jordan chain {x1, . . . , xc}.

ii) Z∗BLW ∈ H0
c×r if Z and W are distinct.

Proof. Since, by Theorem 5.2, the columns of Z form a Jordan chain for L(λ) at
λ0, we have

i−1∑
j=0

1
j!
L(j)(λ0)zi−j = 0

for i ≤ c. This is equivalent to

L(λ0)z1 = 0 and L(λ0)zi + L′(λ0)zi−1 = 0 (6.2)

for i = 2, . . . , c. We prove that the c × c matrix Z∗BLZ = [〈BLzj , zi〉]i,j is a Hankel
matrix by showing that

〈BLzj−1, zi〉 = 〈BLzj , zi−1〉, i, j = 2, . . . , c.

Taking into account (6.2) and the fact that both BL = L′(λ0) and L(λ0) are
Hermitian, we have

〈L′(λ0)zj−1, zi〉 = 〈−L(λ0)zj , zi〉
= 〈−zj , L(λ0)zi〉 = 〈−zj ,−L′(λ0)zi−1〉
= 〈zj , L′(λ0)zi−1〉 = 〈L′(λ0)zj , zi−1〉,

showing the claim. Moreover, since H(X, J, v) is Hermitian, the entries of the Hankel
matrix Z∗BLZ are real.

A similar argument shows that the c×r matrix Z∗BLW = [〈BLzj , wi〉]i,j also has
constant elements along the “skew-diagonals”, that is, 〈BLzj−1, wi〉 = 〈BLzj , wi−1〉,
for i = 2, . . . , c and j = 2, . . . , r.

Let {z1, . . . zc} and {w1, . . . , wr} be the columns of the (X, J)-matrix correspond-
ing to {x1, . . . , xc} and {y1, . . . , yr}, respectively. To complete our proof, it is enough
to show that

〈BLz1, zj〉 = 0, if j = 1, . . . , c− 1, (6.3)

〈BLz1, zc〉 = ε0p(v, λ0), (6.4)

and, if Z 6= W ,

〈BLz1, wj〉 = 0, if j = 1, . . . , c, (6.5)

〈BLzj , w1〉 = 0 if j = 1, . . . , r. (6.6)

Conditions (6.3), (6.4), (6.5) and (6.6) follow from Lemma 6.1. Note that to
obtain (6.6) we use the fact that

〈BLzj , w1〉 = 〈w1, BLzj〉∗.
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The next corollary is an immediate consequence of the previous lemma.
Corollary 6.4. Let P (λ) be an n × n Hermitian matrix polynomial of degree

k with nonsingular leading coefficient and let (J, Pε,J) be a canonical pair for P (λ)
with reducing Jordan pair (X, J). Suppose that J = J1 ⊕ J2, where J2 has nonreal
eigenvalues and J1 = J11 ⊕ · · · ⊕ J1l has real eigenvalues, with

J1i = Jsi,1(λi)⊕ · · · ⊕ Jsi,li (λi),

and λi 6= λj for i 6= j. Let the main diagonal block of Pε,J corresponding to J1i be
εi,1Rsi,1 ⊕ · · · ⊕ εi,liRsi,li . Let L(λ) = D(P, v) ∈ H(P ) be a linearization of P (λ) and
let Z = Z(X) be the L-matrix associated with X, where

Z =
[
Z11 · · · Z1li Z2

]
,

and the number of columns of Z1i and J1i is the same. Then Z∗1iBLZ1i, i = 1, . . . , l,
is an (si,1, si,2, · · · , si,li) block-Hankel matrix with real main skew-diagonal entries
εi,1p(λi; v), . . . ,εi,lip(λi; v).

Given a reducing pair (X, J) of a regular Hermitian P (λ), by Lemma 5.5, (Z(X), J),
where Z(X) is the L-matrix associated with X, is a Jordan pair for a linearization
L(λ) ∈ H(P ). By Proposition 2.4 applied to L(λ) (note that Z(X) coincides with the
(Z(X), J)-matrix), a pair (J, Pε′,J) is a canonical pair for L(λ) if and only if there
exists a nonsingular matrix Q that commutes with J and such that

Q∗Pε′,JQ = Z(X)∗BLZ(X) = H(X, J, v).

It is well-known that matrices that commute with a Jordan matrix are special cases of
block-Toeplitz matrices. In the next section we study the existence of block-Toeplitz
solutions Q of a general equation of the form Q∗LQ = H, where H has a block-Hankel
structure and L is a direct sum of matrices as in (5.5), multiplied by some constants
±1.

7. On the block-Toeplitz solutions of the equation Q∗LQ = H for a
block-Hankel H. The main result in this section is Theorem 7.7, which will be
used in Section 8 to prove our main theorem (Theorem 4.1) and has also independent
interest.

We start with some definitions.
Recall that a p× p matrix B = [bij ] is said to be Toeplitz if it has constant values

along the negative-sloping diagonals, i.e., bi,j = bi+1,j+1, i, j = 1, . . . , p− 1.
In what follows we denote by Tp×q the set of p× q matrices A of the form

A =
[

0 B
]
, if p ≤ q, and A =

[
B
0

]
, if p ≥ q,

where B is an upper triangular Toeplitz matrix. Note that, for A = [aij ], aij = 0 for
i > j−max{0, q− p}. We denote by T 0

p×q the subset of matrices in Tp×q such that B
is nilpotent, that is, its main diagonal entries are all zero. Note that A ∈ Tp×q (resp.
A ∈ T 0

p×q) if and only if RpA ∈ Hp×q (resp. RpA ∈ H0
p×q), where Rp is defined in

(2.4).
Definition 7.1. Let A = [Aij ]i,j=1,...,l, with Aij ∈ Csi×sj . We say that A is an

(s1, s2, . . . , sl) block-Toeplitz matrix if Aii ∈ Tsi×si and Aij ∈ T 0
si×sj for i 6= j.

The following lemma can be easily verified.
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Lemma 7.2. Let a = [a1, . . . , am]T ∈ Cm. Then

aTRma =



a2
1, m = 1;

∑m
2
l=1 2alam+1−l, if m > 1 and m is even;

a2
m+1

2
+
∑m−1

2
l=1 2alam+1−l, if m > 1 and m is odd.

Proposition 7.3. Let B ∈ Hp×p be a real matrix with all the entries on the main
skew-diagonal equal to b1 6= 0. Then, there exists a real nonsingular matrix A ∈ Tp×p
such that ATRpA = sign(b1)B.

Proof. Let B be the real Hankel matrix given by

B =


0 0 · · · 0 b1
0 b1 b2
... . .

.
. .
. ...

0 b1 b2 bp−1

b1 b2 · · · bp−1 bp

 ∈ Hp×p,

with b1 6= 0. Let γ = sign(b1). Consider the p× p Toeplitz matrix

Q(B) :=



q1 q2 · · · qp−1 qp
. . .

. . .
... qp−1

. . . q2
...

q1 q2
0 q1


defined recursively by

q1 =
√
γb1,

qm =
1

2q1

γbm − m
2∑
`=2

2q`qm−`+1

 , if m > 1 and m is even, (7.1)

qm =
1

2q1

γbm − q2m+1
2
−

m−1
2∑
`=2

2q`qm−`+1

 , if m > 1 and m is odd.

Notice that Q(B) is nonsingular since q1 6= 0, and is real since B is. Moreover, the
matrix Q(B)TRpQ(B) is given by


0 0 · · · 0 qT1R1q1

0 0 · · · qT1R1q1 qT2R2q2

...
... . .

.
. .
. ...

0 qT1R1q1 · · · qTp−2Rp−2qp−2 qTp−1Rp−1qp−1

qT1R1q1 qT2R2q2 · · · qTp−1Rp−1qp−1 qTpRpqp

 , (7.2)
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where qi = [q1, . . . , qi]T for i = 1, . . . , p. By Lemma 7.2, qT1 R1q1 = q21 = sign(b1)b1.
Also, for m > 1 even, we have

qTmRmqm =
m/2∑
l=1

2qlqm+1−l

= 2q1qm +
m/2∑
l=2

2qlqm+1−l = sign(b1)bm,

where the first equality follows from Lemma 7.2 and the third equality follows from
(7.1). The proof for m > 1 odd is similar. Thus, the claim follows with A = Q(B).

Next we include some technical lemmas that will be useful to prove Theorem 7.7,
which is the main result of this section.

Proposition 7.4. If A ∈ T 0
p×q, then A∗RpA ∈ H0

q×q and is a real matrix.
Proof. We prove the first claim for p = q as the general case is a simple

consequence of this one, which can be easily verified. Suppose that p = q. Let
B = [bij ] := A∗ and C = [cij ] = RpA. Since B is a nilpotent lower triangular matrix,
we have bij = 0 for j ≥ i. Since C ∈ H0

p×p, we have cij = 0 for i+ j ≤ p+ 1. Then,
for i+ j ≤ p+ 1, we have bikckj = 0 for k = 1, . . . , p. Thus, the (i, j) entry of BC is
0, implying the claim. Since A∗RpA is Hankel and Hermitian, it is real.

Proposition 7.5. Let B ∈ Hp×q. The following conditions hold:
(i) if p = q, B is nonsingular and C ∈ H0

p×q, then B−1C ∈ T 0
p×q;

(ii) if Q ∈ T 0
q×r, then BQ ∈ H0

p×r.
Proof. We prove claim (i). We have B = RT , for some T ∈ Tp×p. Since

T−1 ∈ Tp×p and RC ∈ T 0
p×q, we get B−1C = T−1(RC) ∈ T 0

p×q.
The proof of claim (ii) follows with arguments similar to those used in the proof

of Proposition 7.4.
The next result is stated using a notation that allows an immediate application

in the proof of Theorem 7.7.
Lemma 7.6. Let Q11 be a nonsingular upper triangular (s1, s2, · · · , sl−1) block-

Toeplitz matrix and

H12 =

 H1

...
Hl−1

 ,
where Hi ∈ H0

si×sl . Let

R11 = t1Rs1 ⊕ · · · ⊕ tl−1Rsl−1 , (7.3)

where ti = ±1 for i = 1, . . . , l − 1. Then Q12 = R11Q
−∗
11 H12 can be partitioned as

Q12 =

 Q1

...
Ql−1

 , (7.4)

with Qi ∈ T 0
si×sl .

Proof. We show that the unique solution of the equation Q∗11R11X = H12, say
Q12, is of the claimed form.
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Since the matrix Q∗11R11 is a nonsingular block lower triangular matrix, we can
solve the equation Q∗11R11X = H12 recursively by forward substitution, obtaining
matrices Q1, . . . , Ql−1 so that Q12 as in (7.4) is a solution of the equation. Since
Q∗11R11 is a nonsingular (s1, s2, · · · , sl−1) block-Hankel matrix, and H1 ∈ H0

s1×sl ,
taking into account the first claim in Proposition 7.5, Q1 ∈ T 0

s1×sl . Using the second
claim in the same proposition, in the second step of the recursion to solve Q∗11R11X =
H12, we get an equation of the form B2Q2 = C2, with B2 ∈ Hs2×s2 nonsingular and
C2 ∈ H0

s2×sl , and applying the first claim in Proposition 7.5 again, we get that Q2 has
the desired form. In general, in step i we have an equation of the form BiQi = Ci,
with Bi ∈ Hsi×si nonsingular, and Ci ∈ H0

si×sl and the result follows from the second
claim in Proposition 7.5.

We now give the main result in this section.
Theorem 7.7. Let H be a Hermitian (s1, s2, · · · , sl) block-Hankel matrix with

nonzero main skew-diagonal entries α1, . . . , αl and let ti = sign(αi), for i = 1, . . . , l.
Let

L = t1Rs1 ⊕ · · · ⊕ tlRsl .

Then, there exists a nonsingular upper triangular (s1, s2, · · · , sl) block-Toeplitz matrix
Q such that Q∗LQ = H.

Proof. The proof is by induction on l. Since H is Hermitian and the main diagonal
blocks of H are Hankel matrices, these blocks have real entries. Thus, if l = 1, the
claim follows from Proposition 7.3.

Now suppose that l > 1. Let R11 be as in (7.3). Partition H as

H =
[
H11 H12

H21 H22

]
,

with H22 ∈ Hsl×sl . Note that H22 is real and H11 is an (s1, s2, · · · , sl−1) block-Hankel
matrix with main skew-diagonal entries α1, . . . , αl−1. By the induction hypothesis,
there exists a nonsingular upper triangular (s1, s2, · · · , sl−1) block-Toeplitz matrix
Q11 such that Q∗11R11Q11 = H11.

Next we find Q12 and Q22 so that

Q =
[
Q11 Q12

0 Q22

]
satisfies Q∗LQ = H, or equivalently, taking into account that H is Hermitian,

Q∗11R11Q12 = H12,

and

Q∗12R11Q12 +Q∗22tlRslQ22 = H22. (7.5)

Clearly, Q12 := R11Q
−∗
11 H12. By Lemma 7.6, Q12 has the form (7.4) with

Qi ∈ T 0
si×sl . Taking into account Proposition 7.4, it follows that Q∗12R11Q12 =∑l−1

i=1Q
∗
i tiRsiQi ∈ H0

sl×sl and is real. Thus, the existence of Q22 ∈ Tsl×sl satisfying
(7.5) follows from Proposition 7.3.
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8. Proof of Theorem 4.1. In this section we prove Theorem 4.1. We will need
the next lemma, which is a refinement of Proposition 2.4. To prove it we use the
following fact, which is a simple consequence of Theorem 4.46 in [10] (see also the
exercise after this theorem).

Remark 8.1. Let A = A1 ⊕ A2, with A1 ∈ Cp×p and A2 ∈ Cq×q. Suppose that
A1 and A2 have no eigenvalues in common. Then any matrix X commuting with A
has the form X = X1 ⊕X2, with X1 ∈ Cp×p and X2 ∈ Cq×q.

Lemma 8.2. Let P (λ) be an n× n Hermitian matrix polynomial as in (1.1) with
nonsingular Ak and let (X, J) be a Jordan pair for P (λ). Suppose that J = J1 ⊕ J2,
where J1 = J11 ⊕ · · · ⊕ J1l is of size p× p and has real eigenvalues, J2 is of size q× q
and has nonreal eigenvalues, each J1i, i = 1, . . . , l, is a direct sum of Jordan blocks
corresponding to the same eigenvalue, and J1i and J1j have distinct eigenvalues for
i 6= j. Then, the following conditions hold:

(i) If Z is the (X, J)-matrix, then

Z∗BPZ = H1 ⊕H2, (8.1)

where H1 = H11 ⊕ · · · ⊕ H1l for some H1i, i = 1, . . . , l, of size equal to the
size of J1i, and H2 is of size q × q.

(ii) For a set of signs ε associated with J , (J, Pε,J) is a canonical pair for P (λ)
if and only if there exists nonsingular matrices Q1i, i = 1, . . . , l, such that

J1i = Q−1
1i J1iQ1i, and Q∗1iP1iQ1i = H1i. (8.2)

where Pε,J = P1 ⊕ P2, P1 = P11 ⊕ · · · ⊕ P1l is p× p and is partitioned as J1,
P2 is q × q, and H1,i i = 1, . . . , l are as in (i).

Proof. We first note the following fact that follows from Remark 8.1, taking into
account that J11, . . . , J1l, J2 have distinct eigenvalues, and will be used in the proof:
if Q is nonsingular and Q−1JQ = J , then

Q = Q11 ⊕ · · · ⊕Q1l ⊕Q2, (8.3)

where Q1i, i = 1, . . . , l, has the same size as J1i, and Q2 is q × q.
Then, Condition (i) follows from the “only if” claim in Proposition 2.4 (observe

that, by Theorem 2.2, there is a canonical pair for P (λ)). The“ only if” claim in (ii)
follows with similar arguments.

Now we show the “ if” claim in (ii). Suppose that a pair (J, Pε,J) is such that (8.2)
holds for some nonsingular matrices Q1i, i = 1, . . . , l. We will show that (J, Pε,J) is a
canonical pair for P (λ). Let ε′ be a set of signs associated with J such that (J, Pε′,J)
is a canonical pair for P (λ), and consider the partition Pε′,J = P ′1 ⊕ P ′2, where P ′1 is
p × p and P ′2 is q × q. Note that, because J2 has no real eigenvalues, P ′2 = P2. By
Proposition 2.4, if Z is the (X, J)-matrix, we have

J = V −1JV and V ∗Pε′,JV = Z∗BPZ (8.4)

for some nonsingular V . Since J1 and J2 have no common eigenvalues and J commutes
with V , again by Remark 8.1 we have

V = V1 ⊕ V2,

where V1 is p× p and V2 is q× q. By condition (i), (8.1) holds. Thus, condition (8.4)
is equivalent to

V ∗1 P
′
1V1 = H1, V

∗
2 P
′
2V2 = H2, V

−1
1 J1V1 = J1, and V −1

2 J2V2 = J2.
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Since (8.2) holds, we have that J1 = Q−1
1 J1Q1 and V ∗1 P

′
1V1 = H1 = Q∗1P1Q1,

where Q1 = Q11 ⊕ · · · ⊕Q1l. Then, taking into account that P ′2 = P2,

J = W−1JW and W ∗Pε,JW = Z∗BPZ,

where W = Q1 ⊕ V2. By Proposition 2.4, we deduce that (J, Pε,J) is a canonical pair
for P (λ).

We now prove the main result in this paper.

Proof of Theorem 4.1. Let (J, Pε,J) be a canonical pair for P (λ) and (X,J) be
the associated reducing Jordan pair. Let L(λ) = D(P, v) ∈ H(P ) be a linearization
of P (λ). Assume that J = J1 ⊕ J2, where J2 has no real eigenvalues and J1 =
J11 ⊕ · · · ⊕ J1l has the real eigenvalues of P (λ). Moreover, assume that J1i only has
one eigenvalue, say λi, and λi 6= λj if i 6= j. Suppose that the main diagonal block of
Pε,J corresponding to J1i is

P1i := εi,1Rsi,1 ⊕ · · · ⊕ εi,liRsi,li .

Let Z(X) be the L-matrix associated with X. Then, by Proposition 5.5 and by
definition of the matrix H(X, J, v), we have

J = Z(X)−1CLZ(X), Z(X)∗BLZ(X) = H(X, J, v).

By Lemma 8.2 (i) (applied to L(λ)) and Corollary 6.4, we have H(X, J, v) =
H11 ⊕ · · ·H1l ⊕H2, where, for i = 1, . . . , l, H1i is a Hermitian (si,1, . . . , si,li) block-
Hankel matrix whose main skew-diagonal entries are given by

sign(p(λi; v))εi,1, . . . , sign(p(λi; v))εi,li .

Note that, since L(λ) is a linearization of P (λ), by Theorem 3.1, p(λi; v) 6= 0 for all
λi.

By Theorem 7.7, for each H1i there exists a nonsingular upper triangular (si,1, . . . ,
si,li) block-Toeplitz matrix Q1i such that

Q∗1isign(p(λi; v)P1iQ1i = H1i.

Because of the structure of Q1i, we have Q1iJ1i = J1iQ1i (see Lemma 4.4.11 in [10]).
Then, by Lemma 8.2 (ii), (J, Pε′,J) is a canonical pair for L(λ), where the main
diagonal block of Pε′,J corresponding to J1i is

P1i := sign(p(λi; v))[εi,1Rsi,1 ⊕ · · · ⊕ εi,liRsi,li ].

Thus, the claim follows. �
We close this section with the following remark. Let L(λ) = D(P, v) ∈ H(P ) be

a linearization of P (λ). Using the notation in Lemma 8.2, it follows from this lemma
that

Z∗BLZ = H11 ⊕ · · · ⊕H1l ⊕H2,

where H1i, i = 1, . . . , l is of size equal to the size of J1i, that is, corresponds to the
blocks in J with the same eigenvalue λi, and H2 corresponds to the blocks in J with
nonreal eigenvalues. In Corollary 6.4 we have shown that each matrix H1i is block-
Hankel when partitioned as the corresponding block in J . We want to note that we can
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show that each block H1i is in fact block-diagonal and we can completely characterize
the main diagonal blocks by giving the additional description of the entries below the
main skew-diagonal. In fact, we can show that, for each of these main diagonal blocks,
the entries in the jth diagonal below the main skew-diagonal are given by εi

j!p
(j)(λi; v),

where εi is the sign in the sign characteristic of P (λ) associated with the corresponding
Jordan block in J , λi is the associated eigenvalue, and p(j))(λi; v) denotes the jth
derivative of the v-polynomial evaluated at λi. Moreover, the matrices Q1i in the
proof of Theorem 4.1 can be taken block-diagonal with main diagonal blocks of the
form Q(B), for some matrices B. We did not consider this more detailed description
of the structure of H as it is not necessary to prove the main result and some of the
proofs involved are lengthy and very technical.

9. Conclusions. In this paper, for a Hermitian matrix polynomial P (λ) with
nonsingular leading coefficient, we have described the sign characteristic of the Her-
mitian linearizations of P (λ) in the family H(P ) of Hermitian pencils in DL(P ), in
terms of the sign characteristic of P (λ). The connection between the sign character-
istic of P (λ) and the sign characteristic of its linearizations in H(P ) is provided by
the evaluation of the v-polynomial at the real eigenvalues of P (λ).

Because the linearizations of P (λ) in the family of Hermitian GFPR are *congru-
ent to one of the last two pencils in the standard basis of DL(P ), we also described
the sign characteristic of the linearizations of P (λ) in that family.

In our study, we have considered the classical definition of the sign characteristic,
which only applies to matrix polynomials with nonsingular leading coefficient, that is,
to regular matrix polynomials with no infinite eigenvalues. By considering the recent
definition of sign characteristic given in [12], in a future work, we intend to extend
our results to Hermitian linearizations in DL(P ) when P (λ) is a regular Hermitian
matrix polynomial with infinite elementary divisors. Note that, for P (λ) singular,
DL(P ) has no linearizations of P (λ). We also plan to study the sign characteristic
of Hermitian GFPR linearizations of P (λ) when P (λ) has singular leading coefficient
(that is, P (λ) is singular or regular with infinite elementary divisors). In this case
an approach different from the one considered in the paper should be followed since
D(P, ek) and D(P, ek−1) are not linearizations of P (λ).
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